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R
ECENTLY I READ AN ARTICLE on cutting-edge 
research demonstrating the feasibility of data stor-
age on media for a million years!  A few years ago 
this might not have resonated with me as a thermal 
engineer working to cool electronics, but now it 
does. Let me explain why.  

Research & Development on IT equipment thermal man-
agement over the past few decades has justifiably focused on 
microprocessor (CPU) based systems. This may be explained 
by increased CPU transistor density, as per Moore’s law, hence 
rising heat f luxes. However, in parallel, the growth rate of stor-

age hardware that complements the compute engine (i.e., microprocessors) has been 
dramatic in recent years, not only in data centers that support internet based prod-
ucts and services (e.g. social media, photo/video hosting, utility/cloud computing, 
e-commerce), but also in the governmental, medical, and industrial sectors.  While 
microprocessors come and go with new electronics hardware, the expectation for 
how long the data need to be stored for can easily range from decades to a lifetime to 
potentially  centuries (e.g., in the case of historic and scientific data). As humans with 
intricately embedded electronics, we generate and use data at an ever increasing rate.  
This should not come as a surprise to any of us, engineers or otherwise, based on our 
own data storage needs at work or at home. On a personal note, I own several storage 
devices ranging from CDs and consumer disk drive devices to DVDs. The number of 
storage devices has continuously grown rapidly over the last few years, especially with 
the addition of so many photographs of my daughter since her birth.

So, why should this matter for a thermal engineer in the electronics cooling field?  
In addition to cooling traditional electronic devices and systems, some of us are re-
sponsible for reliably cooling storage devices and systems (and data centers).  Storage 
devices could be made of magnetic media (tapes or rotationally spinning disk drives) 
or silicon (f lash) or something else. As an example, a common form factor for hard 
disk drive with spinning magnetic media is 4” by 6” by 1”, with a power in the range of 
10 W and maximum case temperature of approximately 60oC.  By itself, this thermal 
management problem is a piece of cake for a thermal engineer, but consider hundreds 
or thousands or millions of such drives closely packed with each other, with fan-based 
air cooling doing the job.  Now consider that some of the devices store “hot” or active 
data, and others store “cold” or inactive data. Each of these storage tiers have differ-
ent cooling needs over their lifetime. I anticipate that this area of thermal engineering 
will increase in importance in the coming years, and I thus wanted to use my editorial 
capital for this issue to discuss this topic with the ElectronicsCooling audience.

For this edition of the magazine, I am excited to offer the readers several inter-
esting topics such as justification for embedded liquid cooling for very high perfor-
mance microprocessors, numerical analyses to investigate the concept of intentional 
transient power manipulations in microprocessor cores, transient thermal character-
ization of servers, and highly energy-efficient liquid cooling systems for data center 
facilities. In addition, we have our traditional favorites, which are the calculation 
corner and the thermal facts and fairy tales sections. I hope that you enjoy this stimu-
lating issue of Electronics Cooling and would like to offer you all my warmest wishes 
for a great holiday season. Stay warm or cool based on your preference, but I hope it is 
thermally energy efficient!

 Editorial
Madhusudan Iyengar, Editor-in-Chief, December 2013
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Cooling Matters 
Applications of thermal management technologies

Electronics Cooling | December 2013: Learn more about thermal management at electronics-cooling.com

MIT RESEARCH DISCOVERS 
NEW SURFACES EASE  THE 
DISSIPATION OF EXTREME HEAT

 A new method of cooling extremely 
hot surfaces more ef fectively from re-
searchers at MIT could benefit indus-
trial equipment and electronic devices. 
   Liquid cooling is commonly used in a 
number of applications. MIT researchers 
developed a way to keep the water drop-
lets from bouncing as part of a method 
to cool hot sur faces more ef fectively.  
     The method involves adding tiny microscale 
silicon posts to a smooth silicon surface to 
create a textured surface.

Source: MIT

RESEARCHERS: CLAY IS KEY 
INGREDIENT IN HIGH-TEMP. 
SUPERCAPACITORS

 Clay, an abundant natural material, may 
hold the answer to developing super high-
temperature supercapacitors for pow-
ering devices in extreme environments, 
says new research from Rice University. 
 According to a report,  the supercapaci-
tor created by researchers at Rice Univer-
sity using naturally-occurring clay and room 
temperature ionic liquids (RTIL) is reliable 
at temperatures of up to 200°C (392°F), and 
possibly higher. With such a tolerance, the 
new supercapacitor design could help raise 
temperature restrictions on devices used in 
oil drilling, military and space applications. 
 The Rice University team created a paste 
comprised of a room-temperature ionic liquid 
(RTIL) first developed in 2009 with natural 
Bentonite clay. The paste was then sand-
wiched between layers of reduced graphene 
oxide and two current collectors to form the 
supercapacitor. Tests and subsequent electron 
microscope images showed very little change 
in the paste material after it was heated up to 
300°C. Researchers also observed that despite 
a slight drop in capacity observed in the initial 
charge/discharge cycles, the supercapacitor 
remained stable through 10,000 test cycles.  
 
                 

Source: Scientific Reports

‘ELECTRONIC BLOOD’ POWERS 
AND COOLS BRAIN-INSPIRED 
COMPUTER

 IBM has unveiled a prototype of a new 
brain-inspired computer powered and cooled 
by what the company is calling “electron-
ic blood.” The company says it is learn-
ing from nature in an ef for t to develop 
small, highly efficient computing system. 
 “We want to fit a supercomputer in-
side a sugar cube,” IBM researcher Bruno 
Michel, Ph.D., told the BBC. “To do that, 
we need a paradigm shift in electronics—
we need to be motivated by our brain.” 
 According to Michel, the human brain is able 
to consume energy at a low rate “because it 
uses only one—extremely efficient—network 
of capillaries and blood vessels to transport heat 
and energy—all at the same time.” The new 
IBM prototype computer emulates this concept 
using “redox flow” system, which pumps an 
electrolyte “blood” through the computer. The 
liquid is charged via electrodes and pushed into 
the computer, where it discharges energy to the 
processor chips and then carries heat away. 
 Ultimately, IBM hopes to shrink a one pet-
aflop computer—which would fill half a football 
field today—down to the size of a standard 
desktop computer by 2060, and one day use its 
“electronic blood” concept to achieve zettas-
cale computing.

Source: BBC
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 A micrograph showing water droplets landing on specially 
designed silicon surfaces at different temperatures. At 
higher temperatures, the droplets begin to exhibit a new 
behavior: instead of boiling, they bounce on a layer of vapor, 
never really wetting the surface 
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HIGH TEMPERATURE 
CAPACITORS REMOVE NEED 
FOR EV COOLING SYSTEMS

 A new lead-free, high temperature ceram-
ic capacitor developed by scientists at the 
National Physical Laboratory UK could im-
prove the efficiency and reliability of elec-
tric and hybrid vehicles by enabling the re-
moval of heavy complex cooling systems.
 NPL researchers claim their new material, 
called HITECA can hold more energy and function 
at much higher temperatures—over 200°C—than 
conventional capacitors. HITECA is made from a 
ceramic paste with a granular stucture comprising 
a bismuth ferrite (BiFeO3) compound doped with 
strontium-titanate (SrTiO3). The NPL research 
team is now looking to test the capacitor technolo-
gy in an electric vehicle power electronics system.

           Source: The Engineer

NEW HEAT EXCHANGER 
RESEARCH COULD LEAD TO 
BETTER LIQUID COOLING

      A New Mexico State University assis-
tant professor is investigating methods of 
increasing heat exchanger effi ciency that 
could enable space missions to remain in or-
bit for longer periods of time and lead to better 
automotive, defense, data center and power 
generation thermal management systems.
          Currently, the length of space missions 
is severely limited because of the gradual 
loss of cryogenic propellants due to boil-off 
caused by solar heating. Thus far, the team 
has found that under certain operating con-
ditions, cryogenic heat exchangers could 
be reduced to at least one-third the size of 
current models, with more than 10-15 per-
cent improvement in thermal performance. 
In cooperation with Brian Motil, chief of 
the Fluid Physics and Transport Branch of 
NASA GRC, they are working to integrate 
their findings into cryocooler systems.

Source: The El Paso Times
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SONY RELEASES SOURCE 
CODE FOR THERMAL 
MANAGEMENT SOLUTION

 Sony has released the source code for 
Thermanager, a thermal management 
solution developed for and used in 
the company’s Android Open Source 
Project (AOSP) for Xperia proj-
ects. The source code is available 
through the Sony channel on GitHub.
 “Thermal management for these 
projects has been handled by binaries 
released through Developer World. While 
this solves the immediate problem of devices 
overheating, it does not provide developers 
a way to customize, improve or analyze the 
behavior of this important part of the system,” 
the company said in a recent statement. 

                     Source:  SONY

NEW COOLING TECHNOLOGY 
FOR MRI MACHINES OFFERS 
HELIUM ALTERNATIVE

 A new way to cool magnets to the ex-
tremely low temperatures needed for 

MRI machines may hold the answer 
to overcoming the effects of the in-
creasing global helium shor tage. 
 Well-known for its use in party bal-

loons, helium is also used in the cooling 
of superconducting magnets, with the 

main commercial application being in 
MRI scanners and particle accelerators. 

 Now, a company called Cryogenic has 
developed a technique to cool magnets that 
requires only a small fixed amount of he-
lium—approximately half a liquid liter—and 
mechanical coolers which run using electrical 
power and cooling water.  

                   Source: Wired
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Thermal Facts &  Fairy Tales

E
VOLVING TRENDS within 
the aerospace industry 
are creating a new set of 
challenges that directly 
infl uence thermal man-
agement choices and 

planning that should be addressed in 
the early phases of the product devel-
opment process. Within the functional 
side of the aerospace industry, the term 
“system architect” has been created 
to describe individuals with expertise 
in subsystem design, acquisition and 
integration. Hence, it is the position of 
the authors that the role of the thermal 
engineer must also evolve to have a 
similar systems perspective. 

Based on past and recent experienc-
es of the authors, there are four levels of 
interaction between thermal engineers 
and the product development process.  
� ese levels of thermal interaction fall 
into four categories:

1. � ermal Analysis. Interaction at this 
 level is common to almost all product
 development eff orts. � e thermal 
 engineer performs equation based 
 and/or detailed thermal analysis 
 using computational techniques and 
 reports requirements compliance at 
 the component level.
2. � ermal Design. � is level of 
 interaction is also common to most 
 product development eff orts. � e 
 thermal engineer works in parallel 
 with product design team to provide 
 balanced design solutions that 
 enable compliance with thermal 
 design requirements.
3. � ermal Systems Engineering.

 Interaction at this level is less 
 common. � e thermal engineer 
 creates system level thermal 
 performance models, uses these to 
 derive and document thermal design 
 requirements and then manages 

 execution by product design teams 
 across all program phases (design, 
 build, qualifi cation, production).
4. � ermal Architect. Interaction 
 between a thermal engineer and a 
 product development activity at the 
 architect level is desirable but 
 infrequent. � e thermal engineer 
 engages during the pursuit and 
 competition/capture phases of the 
 program to determine the best over

all thermal systems approach that 
satisfi es program objectives. � e au

 thors refer to this as Mission Level 
 Engagement. Ideally, the thermal 
 systems engineer and the thermal 
 architect are the same individual.

� e impact of where these roles are 
applied in the product development 
process is illustrated in the left side 
of Figure 1. � e highest perspective 
is the mission level and the lowest 
the component level. Ideally, the 
thermal architect would be engaged 
at the mission level (or as close as 
possible) early in the program pur-
suit and capture phases. � e thermal 
architect would then transition to 
the role of thermal systems engineer, 
deriving and documenting thermal 
requirements at the system level and 
then managing thermal design and 
analysis activities at the subsystem, 
subassembly and component level. 
In general, thermal management and 
design decisions made at higher levels 
aff ord the benefi ts of more fl exibility, 
more opportunities for design opti-
mization and synergy, and less risk. 
� ese benefi ts are illustrated by the 

Evolving the Role of the Thermal Engineer 
from Analyst to Architect

Scott Johnson, Raytheon Space and Airborne Systems
Brendon Holt, Raytheon Missile Systems

Scott T. Johnson is an engineering fellow with more than 30 years 
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Calif., where he is part of the Mechanical and Optical Engineering Center 
(MOEC). Johnson specializes in system level thermal and thermodynamics 
management for military airborne and ground based sensors. Scott also 
specializes in the development of advanced thermal technologies for very 
high heat flux component design and holds multiple patents in this area. 
Johnson received his BSME degree from the University of Florida in 1981. 

Brendon R. Holt, Ph.D. is currently a senior principle engineer at 
Raytheon Missile System in Tucson Az where where he is a thermal section 
head.  He leads a group that is responsible for providing thermal engineering 
analysis, design and testing support for military land, sea, air and space 
systems.  He has been at Raytheon and legacy Texas Instruments Defence 
Segment since 1995. He received his Ph.D. from the University of Texas at 
Arlington (1995) in Fluid Dynamics and Heat transfer with phase change.
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smaller inverted pyramids on the right side of the fi gure. 
At present, mission level engagement of the thermal 

architect is something of an idealization. Many product 
development activities simply are not structured to benefi t 
from the engagement of a thermal engineer at the mission 
level. Also, mission level engagement of the thermal engi-
neer would require something of a culture change within 
the industry and these are slow to occur. So in order to 
precipitate change in the culture the thermal engineer’s 
skill and tool set will have to evolve beyond the traditional 
thermal analysis and thermal design roles into the role of 
the thermal systems engineer and thermal architect. When 
it comes to modeling, the attributes most critical to the 
thermal architect and systems engineer’s eff ectiveness are 
speed and scalability. � is means modeling only what is 
necessary and doing it quickly and with the needed accu-
racy and fl exibility. � is also means not being seduced by 
the siren’s call of the “rainbow plots” created using modern 
computational fl uid dynamics (CFD) and simulation codes 
too early in the program. � e level of detail required for 
these object based models is typically not available during 
the early phases of the program when thermal management 
decisions have the most impact.

In 2011, one of the author’s participated in a technology 
study derived from the Air Force Research Laboratories 
(AFRL) INVENT (Integrated Vehicle Energy Technol-
ogy) initiative [1]. As part of the eff ort, a complete equa-
tion based transient model was created for a critical pod 
mounted sensor and integrated to run in MATLAB Simu-
link. � is was combined with a platform (aircraft) level 
environmental cooling system (ECS) Simulink model and 
used to fl y virtual missions. One of the objectives of the 
INVENT initiative was to extend this approach to integrate 
all of the platform critical energy subsystems. � ese would 
include energy “demand” functions like critical sensors and 
energy “supply” functions such as the engine, fuel delivery 
and electrical power generation subsystems. � e benefi t of 
this approach is true concurrent design at the mission level. 

� e model evolves with the program 
and is used to actively manage the 
product development process. � is 
is a real example of how a thermal 
engineer would function as a thermal 
architect engaging near the top of 
the System Perspective illustrated in 
Figure 1.

So what is the moral of this “facts 
and fairy tales” story. � e fairy tale is 
that the role of the thermal engineer 
is defi ned entirely by thermal analy-
sis. � e fact is that acting as thermal 
architects, we have the opportunity to 
infl uence design choices at the earliest 
program phases in a way that maxi-
mizes product performance while 

minimizing technical and business risk.

REFERENCES
[1] http://acdl.mit.edu/mdo/mdo_10/INVENT%20M&S%20-%20Wolff.pdf

FIGURE 1: Levels of Thermal Management Interaction with Product Development.
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Technical Brief

ded thermal management technology, 
following on the Gen-1 air-conditioning 
approaches of the early years and the 
decades-long commitment to the Gen-2 
“remote cooling” paradigm, is the focus 
of the current DARPA Intra/Inter Chip 
Enhanced Cooling (ICECool) thermal 
packaging program. Launched in 2013, 
ICECool aims to develop and demon-
strate “embedded cooling” techniques 
capable of removing kW/cm2 chip heat 
fl uxes and kW/cm3 chip stack heat densi-
ties, while suppressing the temperature 
rise of multi-kW/cm2 sub-mm hot spots 
[1,2]. The ICECool program is com-
posed of two thrusts: a 3-year ICECool 
Fundamentals eff ort, involving several 
university teams which are developing 
embedded cooling building blocks and 
modeling tools, and a 2.5-year ICECool 
Applications eff ort, led by several aero-

Law and leading to a growing number of 
products that fail to realize the inherent 
capability of their continuously improv-
ing materials and architecture.  More-
over, the uncritical application of this 
“remote cooling” paradigm, has resulted 
in electronic systems in which the ther-
mal management hardware accounts for 
a large fraction of the system volume, 
weight, and cost and undermines eff orts 
to transfer emerging components to 
small form-factor applications. 

To overcome these limitations and 
remove a signifi cant barrier to continued 
Moore’s Law progression in electronic 
components and systems, it is essential to 
implement aggressive thermal manage-
ment techniques that directly cool the 
heat generation sites in the chip, substrate, 
and/or package. � e development and 
implementation of such “Gen-3” embed-

T
HE INCREASED integration 
density of electronic com-
ponents and subsystems, 
including the nascent 
commercialization of 3D 
chip stack technology, has 

exacerbated the thermal management 
challenges facing electronic system 
developers. � e sequential conductive 
and interfacial thermal resistances as-
sociated with the prevailing “remote 
cooling” paradigm in which heat must 
diff use from the active regions on the 
chip to the displaced coolant, have re-
sulted in only limited improvements in 
the overall junction-to-ambient thermal 
resistance of high-performance elec-
tronic systems during the past decade. 
� ese limitations of Commercial Off -
� e-Shelf (COTS) thermal packaging 
are undermining the cadence of Moore’s 

Thermal Packaging
From Problem Solver to Performance Multiplier 

Avram Bar-Cohen
Microsystems Technology Office, Defense Advanced Research Projects Agency (DARPA)

FIGURE 1: A Cross-Sectional Conceptual Schematic of an Embedded Cooling, Gen-3 (ICECool) device.
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space performers and culminating in functional electronic 
demonstration modules. ICECool performers are pursuing the 
creation of a rich micro/nano grid of thermal interconnects, using 
high thermal conductivity, as well as thermoelectric, materials to 
link on-chip hot spots to microfl uidically-cooled microchannels. 
Such intra/inter chip enhanced cooling approaches are required 
to be compatible with the materials, fabrication procedures, and 
thermal management needs of homogeneous and heterogeneous 
integration in 3D chip stacks, 2.5D constructs, and planar arrays. 
A conceptual ICECool device is shown in Figure 1.

An intrachip approach would involve fabricating micro-
pores and microchannels directly into the chip [3,4] while 
an interchip approach would involve utilizing the microgap 
between chips in three-dimensional stacks [5,6], as the cooling 
channel. In addition to the inclusion of an appropriate grid of 
passive and/or active thermal interconnects, it is expected that 
a combination of intrachip and interchip approaches, linked 
with thru-silicon and/or “blind” micropores, will confer added 
thermal management functionality. � ese microchannels and/or 
micropores will be integrated into a fl uid distribution network, 
delivering chilled fl uid to the chip or package and extracting 
a mixture of heated liquid and vapor to be transported to the 
ambiently-cooled radiator.        

Some 30 years of thermofl uid and microfabrication R&D, 
driven initially by the publication of the Tuckerman & Pease 
microchannel cooler paper in 1981 [1] and more recently by 
compact heat exchanger and biofl uidic applications [4,8], has 
created the scientifi c and engineering foundation for the ag-
gressive implementation of the “embedded cooling” paradigm. 
Nevertheless, substantial development and modeling challenges 

must be overcome if Gen-3 techniques are to supplant the current 
“remote cooling” paradigm. Successful completion of the DARPA 
ICECool program requires overcoming multiple microfabrica-
tion, thermofl uid, and design challenges, including: 

• Subtractive and additive microfabrication in silicon, 
 silicon carbide, and synthetic diamond of high aspect ratio, 
 thin-walled microchannels and high aspect ratio 
 micropores; low thermal boundary resistance, high 
 thermal conductivity thermal interconnect grids; on-chip, 
 high power factor, high COP thin-fi lm thermoelectric 
 coolers; and hermetic attachment of liquid supply and 
 liquid/vapor removal tubes.  

• Convective and evaporative thermofl uid transport in 
 microchannels and micropores– removal of 1 kW/cm2

 chip heat fl uxes with 2-5 kW/cm2 sub-millimeter 
 “hot spots”; low pumping power liquid-vapor manifolds 
 with Coeffi  cients-of-Performance (CoP) between 20 and 
 30; high-exit-quality, greater than 90%, evaporative fl ows 
 without fl ow instabilities and/or local dryout; and high 
 fi delity thermofl uid models for single- and two-phase fl ow 
 in microchannels, microgaps, and micropores.

• � ermal and electrical co-design which moves progressively 
 from passive, thermally-informed designs, which recognize 
 the impact of temperature on functional performance, to 
 active thermal co-design which places functional paths 
 and blocks in the most favorable locations on the chip, to 
 fully-integrated co-design which deals with the impact of 
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 microfl uidic channels and thermal interconnects on the 
 electrical design and placement of electrical devices and 
 cells, to mature designs that interactively balance the use 
 of resources to optimize layout for energy consumption and 
 functional performance.

• Physics of Failure models that address the failure 
 mechanisms and reliability of the Gen-3 thermal 
 management components, including erosion and corrosion 
 in microchannels, microgaps, and micropores; failure 
 modes induced in the electrically active areas of the chip 
 and/or substrate; and the impact of microfabrication and 
 embedded cooling operation on the structural integrity 
 and stress profi le of the microchanneled substrate 
 (intrachip) and/or the chip-to-chip bonding (interchip).

Successful development and implementation of this Gen-3 
thermal packaging paradigm would place thermal management 
on an equal footing with functional design and power delivery, 
transforming electronic system architecture and unleashing the 
power of nanofeatured device technology, while overcoming the 
SWaP (size, weight, and power consumption) bottleneck encoun-
tered by many advanced electronic systems. After decades of 
mere “problem solving” with Gen-1 (HVAC) and Gen-2 (spread-
ers, heat sinks, and TIMs) thermal management technology, it is 
expected that widespread adoption of Gen-3 “embedded cooling” 
techniques will provide a signifi cant performance multiplier for 
advanced electronic components. 
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Calculation Corner

INTRODUCTION

J
EDEC SINGLE-CHIP package 
thermal metrics are widely 
used as a means of charac-
terizing the thermal perfor-
mance of semiconductor 
packages.  � ey correlate the 

peak temperature of a uniformly-heated 
semiconductor chip (the junction tem-
perature, TJ) with the temperature of a 
specifi ed region along the heat fl ow path.  
� e values of these metrics are deter-
mined from temperature measurements 
under standardized conditions, which 
specify the test method, test board, 
and thermal environment in rigorous 
detail [1].

� ese metrics take the form of an 
Ohms law resistance calculation.  � er-
mal resistances are calculated using the 
equation:

ΘJX =
TJ – TX

P
    ( 1 )

where TX is the temperature of the re-
gion to which the heat is fl owing and P is 
the total power dissipated in the device.

Figure 1 indicates the primary heat 
fl ow paths in the four JEDEC-standard 
test environments: 1) natural convection 
[2] and forced-convection [3], and the 
conduction-cooled test environments : 
2) junction-to-case [4] and 3) junction-
to-board [5].

� e junction-to-case and junction-
to-board test environments force nearly 
100% of the heat to fl ow along the indi-
cated path.

T� e natural convection and forced-
convection environments bear a closer 
resemblance to the majority of the end-

Use of JEDEC Thermal Metrics in Calculating Chip
Temperatures (without Attached Heat Sinks)

Bruce Guenin
Assoc. Technical Editor

FIGURE 1: Diagrams representing typical heat fl ow paths for a package mounted to a test board for 

the four JEDEC standard test environments: (a) natural and forced convection, (b) junction-to-case, and 

(c) junction-to-board.  The indicated temperature measurement locations are those specifi ed by the 

respective test standard for each environment.
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use environments for electronics in comparison with the other 
two. In these convection-cooled environments, the packages 
lose a portion of the dissipated heat to the air out of the top 
surface and the remainder to the board. To a reasonable ap-
proximation, for most applications, the two paths account for 
nearly all of the heat flow out of the package.

There is another class of JEDEC thermal performance 
metrics that are very useful in calculating junction tempera-
tures for an application environment. �ey are called thermal 
characterization parameters and are represented by the Greek 
letter Ψ (pronounced “psi”) [1].  They are calculated in the same 
fashion as the theta metrics, as follows:

  ΨJX =
TJ – TX

P
              (2)

A key difference between a thermal characterization param-
eter and a thermal resistance is that, in the case of the former, 
only part of heat flows to the region represented by the tem-
perature, TX.  They are useful in estimating TJ, when TX and P 
are known.  The metrics that are most relevant to our purposes 
here are ΨJT and ΨJB, where TT represents the temperature at 
the top center of the package and TB is the board temperature, 
measured on a surface trace to which the package is soldered 

within a 1 mm distance from the edge of the package. The trace 
should contact the package at the middle of one of its sides.

A simple model can be exploited to gain additional insight 
into the thermal performance of the package/board assembly.  
Figure 2a represents the two heat flow paths using a simple ther-
mal resistance network.  The division of the total heat between 
these two paths is ultimately determined by the total thermal 
resistance along each path, which are equal to ΘJC + ΘCA and 
ΘJB + ΘBA, respectively.  The resistances ΘCA and ΘBA represent 
the efficiency of heat transport from the top of the package and 
the board, respectively, to the ambient air and are each a func-
tion of the air velocity.   Unless a heat sink is attached to the 
top of the package, ΘBA will be considerably less than ΘCA due 
to the much larger area of the board surfaces for exchanging 
heat to the air compared to that of the top of the package.  An 
inspection of this circuit shows that changes in air velocity will 
modify the values of ΘCA and ΘBA , leading to changes in the 
power flowing along the two paths and subsequent changes in 
TT and TB and in ΨJT  and ΨJB.

The diagram in Figure 2b illustrates the interrelationship 
between ΨJT and ΨJB as the power flowing out the top of the 
package (PTOP) changes.  It shows how at small values of PTOP, 
nearly all the power is flowing to the board and ΨJB approxi-
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FIGURE 2: (a) Thermal resistor network representing junction-to-board-

to-air path and junction-to-case-to-air path. (b) Diagram illustrating the 

relationship between Θ and equivalent Ψ values as a function of heat fl ow 

out of the top of the package to air.

mates the value of ΘJB.  Conversely, if a heat sink is attached to 
the top of the package, such that PTOP nearly equals the total 
power, then ΨJT approximates the value of ΘJC.

� is article explores the relationship of these various metrics 
and how they can be used 1) with an existing electronic sys-
tem to estimate the junction temperature or 2) to predict the 
junction temperature for a system during the design process.

BEHAVIOR OF JEDEC THERMAL METRICS 
IN FORCED AIR TEST ENVIRONMENT

Figure 3a contains a graph of several metrics measured on 
a 35 x 35 mm, 388 ball, PBGA package with a 4-layer laminate 
containing two copper planes.  � e package was mounted to a 
100 mm sq. JEDEC-standard board with two copper internal 
planes. � e two upper curves are ΘJA and ΨJB.  A third curve, 
ΨBA was obtained by subtracting ΨJB from ΘJA.

� e ΘJA curve displays a signifi cant dependence on the air 
velocity, primarily due to the role of the board as a fi n as it 
exchanges heat with the convective air fl ow over its entire area.

In contrast, ΨJB is nearly independent of air velocity.  � is 
results from the fact that most of the heat fl ow from the junction 
fl ows to the board by way of an internal conduction process.  
� is suggests that ΨJB is relatively robust and is an eff ective 
measure of the heat conduction effi  ciency of the package with 
a relatively small contribution of the convective environment.

� e ΨBA curve manifests the greatest sensitivity to the air 
velocity since, by defi nition, its magnitude is a direct result 
of the coupled conduction-convection cooling mechanism 
of the board.

Figure 3b plots ΨJT versus air velocity.  As expected, it is 
a sensitive function of air velocity, since the heat fl ow from 
the die through the overmolded plastic cap is proportional to 
the heat transfer coeffi  cient associated with a certain air fl ow 
velocity.  One notes also that at air velocities up to 2.5 m/s, ΨJT

is less than 1 ˚C/W.  � e implication of this is that for modest 
power levels, the temperature of the top center of the package 
is only slightly cooler than the junction.  � is serves to reduce 
the error in calculating TJ since the value of ∆TJT calculated 
using Eqn. 2 would then be a very small correction to add to 
the much larger measured value of TT.

� is analysis leads to the conclusion that the main value of 
ΨJB is that it is moderately robust and can be used to predict 
the temperature diff erence between the junction and a board, 
when the dissipated power is known. Conversely ΨJT is more 
useful if one has an operating electronic system in front of him 
and wants to know the die temperature in a plastic package by 
a measurement of the temperature at the top of the package.

It is not always the case that ΨJT is provided by the package 
vendor.  In this situation, it is relatively easy to calculate it.

In a previous column, the following equation was derived [6]:

ΨJT =
h ΘJA tEMC

κEMC

(3)

where h is a value of heat transfer coeffi  cient calculated at the 
air velocity of interest, and tEMC and κEMC are the thickness 

of the epoxy mold compound above the die and its thermal 
conductivity.  In the present example, t

EMC
 and κEMC are 0.86 

mm and 0.7 W/mK, respectively.
� e calculated values of  ΨJT are plotted in Figure 3b and are 

also listed in the Table along with the remaining parameters 
input into Eqn. 3. � e diff erences between the measured and 
calculated values of ΨJT are small in absolute terms.
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USING ΨJB IS TO PREDICT JUNCTION TEMPERATURE IN A DESIGN
In order to successfully use the ΨJB metric in predicting 

the junction temperature, one needs to know TB and the 
dissipated power and air fl ow conditions in the application.

� ere are numerous methods available for getting an 
estimate of TB.  Among the options is to build a load board, 
having the overall dimensions and conductivity of the actual 
board and applying the expected heat loads using heaters 
and also an appropriate cooling method [7].  Alternatively, 
one could create either an appropriate computational fl uid 
dynamics (CFD) or fi nite element or fi nite diff erence con-
duction model of the board and accounting for the heat 
loads and cooling.  Lastly, if a quick and moderately accurate 
solution is needed, it is possible to estimate the board tem-
perature by including a single-package board in the model.  
� e appropriate board size would be determined by taking 
the area of the actual board and multiplying by the ratio of 
the power of the device of interest to the total power due 
to all the devices on the board [8].

� e usefulness of ΨJB, which is generated in a standard 
test environment, to the prediction of junction tempera-
tures in an application results from the fact that in both 
environments, there is a convective boundary condition 
applied to the top of the package, which, ideally, would be 
at the same air velocity. 

In general, a single resistance link from the die to the top 
of the package is not consistently accurate for an arbitrary 
boundary condition. To have robust boundary condition inde-
pendence requires a compact thermal model, for example [9].

� e initial work devoted to the development of the ΨJB 
standard showed similar values for a given package whether 
it was tested on JEDEC-standard multilayer boards or on 
an application board [10].

CONCLUSIONS
� e JEDEC-standard thermal characterization parameters, 

ΨJB and ΨJT, can be valuable in facilitating the calculation of the 
junction temperature in a semiconductor package both for a 
live system and also in a predictive calculation.  � ese metrics, 
determined by measurement, complement a purely thermal 
simulation approach by providing convenient experimental 
validation of simulated junction temperatures.
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TABLE: COMPARISON OF CALCULATED
AND MEASURED VALUES OF ΨJT

35mm, 388 ball PBGA pkg, 4-Layer laminate on 4-Layer board

Vair h ΘJA Test ΨJT Calc ΨJT Test

m/s W/m2-K C/W C/W C/W

0 16 18.3 0.36 0.25

1 30 15.3 0.56 0.53

2.5 44 13.7 0.74 0.89

FIGURE 3: Thermal test results versus air velocity for a 35 x 35 mm, 388 ball, PBGA 

package having a 4-layer laminate attached to a 4-layer JEDEC-standard board.
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power).  � is brings new opportunities 
for the dynamic thermal management 
(DTM) techniques, and their role 
to address the challenges of power 
dissipation in many-core processors 
becomes very important. Many DTM 
techniques have been explored such as 
clock gating, dynamic voltage and fre-
quency scaling, and thread migration 
for single and multi-core processors 
[6-9]. All these reactive methods can 
have power and performance overhead 
apart from the hardware and software 
implications. 

Power multiplexing which is a 
proactive method can be utilized as 
a supplementary approach to the re-
active methods for eff ective thermal 
management of many-core processors 
[10, 11]. Power multiplexing technique 
involves redistribution (or migration) 
of the workload of the cores in the chip 
at regular time intervals to control 
the thermal profi le on the chip. � is 
approach is diff erent from the reac-
tive DTM techniques which wait for 
the temperature to increase beyond a 
certain threshold value. � e idea is to 
improve the thermal profi le by using 
idle or underutilized cores effi  ciently. 
� e guiding rule which governs the 
redistribution of workload is called 
migration policy. � e time interval 
at which this migration takes place 
is referred to as timeslice. A smaller 
timeslice corresponds to faster multi-
plexing. � e value for the timeslice is 
typically chosen such that it is smaller 
than the characteristics thermal 
time constant (τ) of the system. In 
the present case, this time constant 

cooling methods begin to reach their 
fl ow and acoustic limits for very high 
power density (~1.5 W/mm2) apart 
from being ineffi  cient from economic 
point of view when applied to many-
core technology [1, 2]. Moreover, the 
uneven workload on the cores leads 
to spatiotemporal non-uniformity in 
the thermal fi eld on chip which can 
be detrimental to its performance 
and reliability [3]. � e leakage power 
also increases exponentially with 
temperature resulting in higher power 
dissipation, and cooling costs [4, 5]. 

Another way to obtain a uniform 
on-chip temperature distribution 
and lower peak temperature is ef-
fi cient redistribution of heat within 
the chip which can help to improve 
the energy effi  ciency and coeffi  cient 
of performance (~compute/cooling 

INTRODUCTION

D
UE TO THE growing 
demands of higher 
p er for m a nc e  a nd 
faster computing, the 
number of cores in a 
microprocessor chip 

has been increasing consistently. � e 
transition from single core to multi-
core technology has already been 
observed in the past few years and 
with the strong potential of parallel 
computing, the transition from multi-
core to many-core is also imminent 
where the number of cores on a single 
chip is expected to reach in hundreds 
or even thousands per single proces-
sor die. Such large-scale integration 
and very high power densities on chip 
will bring a signifi cant challenge of 
heat dissipation. � e traditional air-
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mm x 0.1mm x 0.375mm. A uniform velocity profi le at the 
inlet of the air fl ow tunnel is considered with constant ve-
locity of 5 m/s. An outfl ow boundary condition is imposed 
at the outlet of the tunnel and no-slip boundary condition 
is imposed at the walls of the tunnel and outer surfaces of 
the electronic package (Figure 2 (a)). � e fl ow inside the 
tunnel is turbulent as Reynolds number based on the inlet 
fl ow rate and duct hydraulic diameter width is 20,000. As 
accurate turbulent fl ow computations are not critical in 

τ is defi ned as the time for the chip 
peak temperature to reach 63% of 
the steady-state after turning on the 
power under fl ow conditions described 
below. � e value of τ is estimated to 
be 0.1 s. � is criterion for the timeslice 
selection is based on the requirement 
that the 2D eff ects of power multiplex-
ing need to be realized faster than 
the 3D thermal diff usion in order to 
get full advantage of multiplexing. A 
tile-type homogeneous 256-core pro-
cessor is considered where the cores 
are arranged in a 16x16 2D array [12]. 
� e power dissipation value has been 
selected based on the prediction by 
International Technology Roadmap 
of Semiconductor (ITRS) for 16 nm 
node technology. � e model considers 
2 W of power dissipation in each ac-
tive core which is reasonable for cores 
with 16 nm node technology running 
at 3 GHz. � e total power dissipation 
on the chip is considered to be 128 W, 
i.e., at one instant only 25% cores (~64 
cores) are active.

Three migration policies namely, 
random, cyclic and global policies 
are explored here (Figure 1). Random 
policy involves random redistribution 
of all active cores at each timeslice. In 
cyclic policy active cores are assigned 
in a checkerboard confi guration and 
shifted in a circular fashion at each 
timeslice maintaining checkerboard 
confi guration. Global policy involves 
the swapping of workload between 
hottest and coolest cores at regular 
time intervals.

METHODOLOGY AND RESULTS
Using computational fl uid dynam-

ics (CFD), a detailed heat transfer 
analysis of the electronic package is 
performed. The computational do-
main is comprised of a fl ow duct, a 
heat sink, a heat spreader, the thermal interface material 
(TIM), a chip and a substrate (Figure 2) [12]. � e properties 
of the various components of the system are considered to 
be constant and are listed in Table 1. It should be noted 
that temperature dependent thermal conductivity of the 
components does not cause any signifi cant change in the 
results since the temperature variation is between 300 and 
330 K only. � e dimensions of chip are 12 mm x 0.5 mm x 
12 mm and the typical size of a grid cell inside chip is 0.375 

FIGURE 1: Illustration of the migration policies for power multiplexing on many-core processors. Random 

multiplexing involves arbitrary exchange of workloads among all cores at regular time intervals. Cyclic 

multiplexing policy preserves checkerboard confi guration during multiplexing. Global policy involves 

exchange of workload between hottest and coolest cores.

FIGURE 2: (a) Flow duct with a heat sink and an electronic package used for the thermal modeling. 

(b) Schematic of the heat sink and electronic package of the many-core processor which include heat 

spreader, thermal interface material (TIM), chip and substrate (view along the direction of inlet fl ow).

TABLE 1: MATERIAL PROPERTIES OF THE COMPONENTS 
OF CHIP PACKAGE

Component Material ρ
(kg/m3)

Cp
(J/kgK)

Value
(W/mK)

Heat Sink copper 8978 381 387.6

Heat Spreader aluminum 2719 871 202.4

TIM grease 2550 700 4

Chip silicon 2330 712 141.2
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the present study, Spalart-Allmaras 
turbulence model [13] was used, which 
is a simple one-equation model and 
appropriate for applications involving 
wall-bounded fl ows and for avoiding 
fi ne meshing near the wall. We con-
sider SIMPLE scheme for pressure-
velocity coupling, implicit scheme for 
transient formulation and second order 
upwind scheme for the discretization 
of all governing equations [14]. 

� ree cases (slow, fast or no mul-
tiplexing) are investigated corre-
sponding to each migration policy to 
examine the eff ect of timeslice varia-
tion. For random power multiplexing, 
results suggest faster multiplexing (at 
timeslice = 0.0033 τ which equals to 106

clock cycles) provides 10°C reduction 
in the peak temperature (Tmax) and 
15°C  reduction in the maximum spatial 
temperature diff erence (Tmax-Tmin) [12]. 
A graphic comparison of the thermal 

FIGURE 3: Thermal profi le on 256 core chip at time instant, t/τ = 6.6, for (a) no multiplexing, (b) slow 

multiplexing with timeslice = 0.033τ (107 clock cycles), and (c) fast multiplexing with timeslice = 0.0033τ 

(106 clock cycles) with random core migration policy. 25% active cores with total power = 128W.
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of the three policies, it is found that cyclic policy shows 
better performance compared to random policy but global 
policy outperforms the other two in terms of higher peak 
temperature reduction and better thermal uniformity on 
the chip (Figure 4). A graphic comparison of the thermal 
profi le on chip can be seen in Figure 5. It should be noted 
that increasing the number of cores involved in the swap-
ping of workload during the global policy does not bring any 
signifi cant improvement in the thermal profi le of the chip 
[12]. Th us, the results advocate the strength of global policy 
as it requires swapping of workload on only a pair of cores 
and even slow multiplexing can get higher reduction in the 
peak temperature and uniformity in the temperature profi le.  

SUMMARY
Power multiplexing approach has been presented as a 

prospective thermal management technique for many-core 
processors. Th e global power multiplexing has been found 
to be the most eff ective among the three policies discussed 
in this article. � e peak temperature reduction of 10°C and 
the maximum spatial temperature diff erence reduction of 

20°C have been observed on a 256-core 
chip using global policy based power 
multiplexing. � is can be attributed to 
its inherent approach to optimize the 
proximity of active cores on a fi nite 
size chip by automatically considering 
the eff ect of geometrical and thermal 
properties of the 3D system through 
the temperature distribution at each 
migration step. � e work presented 
in this article may be considered as a 
fi rst order analysis of migration poli-
cies as simple policies are applied in 
case of the homogeneous many-core 
processors. More evolved policies 
can be formulated to handle thermal 
management of heterogeneous many-
core processors.

profi le on the chip at time instant, t = 6.6 τ, is shown in 
Figure 3. 

For cyclic policy, results indicate that it reduces the peak 
temperature by only 3°C even for vary fast multiplexing. 
Th is small reduction can be attributed to the pre-existing 
checkerboard confi guration of active cores. Th e maximum 
spatial temperature diff erence across the chip is however 
signifi cantly reduced (by 7°C). 

Global policy is intrinsically diff erent from the previous 
two policies as it takes decisions based on the instanta-
neous chip temperature and also, fewer cores are involved 
in the multiplexing. To begin with, only a pair of cores is 
considered for the global multiplexing, i.e., the workload is 
swapped between the hottest and the coolest core at each 
timeslice. It is found that global policy shows signifi cant 
improvement in thermal profi le even for very slow multi-
plexing. Analysis of the power map at each migration step, 
fi nds that the global coolest policy ingeniously places the 
active cores away from the center of the chip such that it 
not only reduces peak temperature by a signifi cant amount 
but also reduces thermal non-uniformity. By comparison 

FIGURE 4: Comparison of the effect of different migration policies on (a) peak temperature, (b) spatial temperature difference. Timeslice is kept as 0.033τ during 

power multiplexing. 25% cores are considered to be active with total power = 128W.

FIGURE 5: Thermal profi le on a chip at t/τ = 6.6 for (a) random, (b) cyclic, and (c) global coolest 

replace policies. Timeslice is taken as 0.033τ. Very high spatial thermal uniformity can be seen for the 

global multiplexing. 25% active cores with total power = 128W.

τ
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T
HE CONTINUOUS growth 
of internet business and 
social media is necessi-
tating the construction 
of new data centers to 
support the rising vol-

ume of internet traffic. This is in 
addition to the increasing number 
of colocation facilities being built 
to support different business sizes 
with different functions. Generally, 
data centers are considered mission 
critical facilities that house a large 
number of electronic equipment, 
typically servers, switches, and rout-
ers that demand high levels of electri-
cal power which eventually dissipates 
as heat. These facilities require a 
tightly controlled environment to 
ensure the reliable operation of the 
IT equipment. In many cases, with 
the IT equipment being a core player 
in the customer-business relation-
ship regardless of the sole function 
of the business (healthcare, finance, 
social media, etc.), facility managers 
and data center operators tend to un-
necessarily overcool their data cen-
ters fearing the presence of hotspots 
within the facility. This explains why 
in the 2007 EPA report to Congress it 
was estimated that U.S. data centers 
used 61 billion kWh of electricity in 
2006, representing 1.5% of all U.S. 
electricity consumption and double 
the amount consumed in 2000 [1]. 
Consequently, data center cooling 
technology has gained considerable 
research focus over the past few years 
in an effort to lower these high levels 
of energy consumption. 

Characterization of Server Thermal Mass
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FIGURE 1: Server temperature measurement, with thermocouple locations highlighted by the red dots.
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shutdown. However, without active cooling the ambient 
air temperature within the data center will rise. How 
quickly the data center environment reaches the critical 
limit of the IT equipment is once again a function of ther-
mal mass. A number of studies have addressed this issue 
and developed simple energy based models to predict the 
data center room temperature rise during power failure 
[3-4]. While such models may provide useful information, 
they are based on combining all parameters in the data 
center into one, so as to provide an overall sense of the 
thermal response. These models however are not capable 
of providing a detailed view of the data center whether 
during dynamic cooling control or during power failure. 
In order to do so, the thermal mass of the various objects 
present in the data center must be determined. 

This article introduces an experimental technique used 
to extract the thermal mass of servers, which can further 
be used as a compact model embedded in Computational 
Fluid Dynamics (CFD) simulations for data center level 
analyses, or analytical based thermal models. All the ex-
perimental testing and results presented are conducted 
on a typical 2U server used in the market.

Dynamic cooling has been proposed as one approach 
for enhancing the energy efficiency of data center facili-
ties. It involves using sensors to monitor continuously the 
data center environment and making real time decisions 
on how to allocate the cooling resources based on the 
location of hotspots and concentration of workloads. In 
order to effectively implement this approach, it is vital 
to know the transient thermal response of the various 
systems comprising the data center, which is a function 
of thermal mass.

Another crucial requirement for mission critical fa-
cilities, in addition to providing adequate cooling to IT 
equipment, is securing constant electrical power supply. 
A survey conducted by Ponemon Institute on data center 
outages [2] stated that 88% out of 453 surveyed data center 
operators experienced a loss of primary utility power and 
hence the power outage of their data centers, with an aver-
age of 5.12 complete data center outages every two years. 
When an outage occurs, it is standard practice to continue 
to furnish power to the servers using uninterruptable 
power supplies (UPSs) for a period of time. This allows 
the fans in the server to continue to operate while allow-
ing sufficient time for the server to attempt a controlled  
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specifi c heat capacity of the above materials within the range 
of 0.5-0.9 KJ/kg.K, and that the range of heat capacity for 
condensed matter is 1-4 J/m3.K [5], one can assume that the 
contribution of each component to the unit temperature will 
be solely determined by the ratio of the component weight to 
the overall server weight. By obtaining the weights of the vari-
ous server components, the percentage contribution of each 
component to the overall unit temperature can be computed. 
Th e unit temperature is then calculated by multiplying each 
component’s percentage by its measured temperature as rep-
resented by Equation (2). Th e equation coeffi  cients represent 
the relative mass of each component. 

Tunit = 0.03 Tfans + 0.05 TGC + 0.07 THDD                                              (2)

 +0.04 TRAM + 0.08 TPS + 0.11 TCPU/HS + 0.61 TChassis

TEST SETUP
The server was located in a large 

room to insure a uniform inlet am-
bient air temperature, not affected 
by the server exhaust temperature. 
Type J thermocouples with a mea-
surement uncertainty of ±1.1oC, and 
a thermal response time of less than 
1 second were used for temperature 
measurement. The thermocouples 
were attached in various locations 
to measure temperatures of the dif-
ferent components within the server, 
as well as the air intake and exhaust 
temperatures (Figure 1). The ther-
mocouples were attached using a 
thermal adhesive tape to obtain the 
best possible thermal contact. A data 
acquisition (DAQ) unit was used to 

APPROACH
In order to obtain a thermal mass 

of the server, the following energy 
balance equation is applied:

Q
. 
= (m

.
 cp)air ∆Tair + (pVcp)unit

әTunit

әT
(1)  

where Q
. 
is the total energy gener-

ated by the server per unit time, m
.

is the air mass f low rate within the 
server, and ( pVcp)unit is the thermal 
mass of the server. The first term 
on the right-hand side of Equation 1 
represents forced convection cool-
ing by the server fans, with the sec-
ond term accounting for the server 
thermal storage. Measuring the air 
velocity inside the server, the power 
consumed, the air temperature rise 
(∆T

air
) across the server and a repre-

sentative temperature of the server with time, one can 
extract the thermal mass. Although it appears straight-
forward since all the variables are measured, obtaining a 
server unit temperature Tunit poses difficulties that require 
further assumptions. 

Given that the server is comprised of numerous com-
ponents, obtaining an appropriate average temperature 
of the unit as a whole requires a weighted allocation of 
the individual components. The major components that 
may have an effect on the average unit temperature are 
CPU/heat sink assemblies, hard disk drives, graphic card, 
memory modules, fans, power supply unit, and the chas-
sis including the motherboard. The primary materials 
used in the production of these various components are 
aluminum, steel, copper, and silicon. Knowing that the 

FIGURE 2: Measured air temperature rise (∆T) across the server at Q
. 
 of 350 W.

FIGURE 3: Curve fi t of the calculated server transient temperature profi le (Tunit ) at Q
. 
 of 350 W.
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the approach. All the tests were conducted in an identi-
cal manner, where the server was operated initially at 
idle state and the temperature measurements were used 
to determine a steady state operation. Steady state con-
dition was determined by observing that the server air 
exhaust temperatures as well as the component surface 
temperatures remained constant (±0.5oC) for at least 10 
minutes. A computational load is applied to the server to 
run it at a specific power level causing component surface 
temperatures and server exhaust temperature to increase. 
Loads applied to the server varied from 220W to 350W 
while the fan airf low was kept constant. Once a steady 
state is reached, computations are terminated allowing 
the server to go back to its idle state. 

RESULTS
Figures 2 and 3 show one of the experimental runs used 

to determine the thermal mass of the server. The server 
power consumption (Q

. 
) is constant at 350 W, while the 

fans are operating at maximum speed of 12,000 RPM. 
The f low rate (m

.
) at this speed is about 6.61E-2 kg/s.  In 

Figure 2, the measured air temperature rise across the 
server (∆Tair) as a function of time is shown. The cor-

log the temperature data. A power meter was used to 
measure the power consumed by the server with an ac-
curacy of ±1% and a response time less than 5 seconds. 

In addit ion to the thermocouples, the server is 
equipped with sensors from the manufacturer, taking 
temperature measurements of different components, as 
well as measuring the four CPU fans’ speed.  Software was 
installed to log the reported fan speed measurements and 
temperature measurements by the various components in 
the server. Data was collected every three seconds, and 
it was synchronized between the three sources: power 
meter, DAQ unit, and server sensors using the clocks on 
each computer.

Fig. 1 shows a top view of the server, highlighting where 
the thermocouples were placed. Fourteen thermocouples 
were used to obtain an average server air outlet tem-
perature, so as to account for the large variation in outlet 
temperature across the width of the server.  

Through operating the server at a specific power 
level and measuring the corresponding temperatures, 
fan speeds, and power consumption, one can extract the 
server thermal mass using Equation (1). Various power 
levels were tested to ensure the validity and accuracy of 
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With the obtained server thermal mass, the server can 
be treated as a black box in which for a given scenario with 
specified inlet air f low rate and temperature, and server 
power consumption, the server outlet air temperature 
can be obtained with time. For data center operators this 
is primarily the information they would require, rather 
than being concerned with the details of the temperature 
distribution within the server. This model can also be 
used to construct a CFD model that represents a server 
behaving similarly to the 2U server tested here. The CFD 
model would approximately account for the thermal mass 
of the server, allowing a transient investigation. A room 
level CFD model can be populated with these simple 
server models and the transient thermal response of the 
data center can be investigated for different scenarios. 
Although not evaluated yet, cases such as power shutdown 
or cooling equipment failure can be modeled in CFD to 
account for the transient response of the IT equipment.
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responding increase in the average 
server temperature (Tunit) is shown in 
Figure 3, which is curve fitted using 
an exponential function. The compo-
nent temperatures ranged from 27 oC 
for the chassis to 75 oC for the CPU. 
By finding the derivative of the func-
tion with respect to time, along with 
the power, f low rate, and temperature 
difference across the server, the server 
thermal mass is obtained using the 
method of least squares. For this 
particular run, the computed thermal 
mass was 11.3 kJ/K. 

The summary of all runs is shown 
in Fig. 4 with an average thermal mass 
value of 11.1 kJ/K. The corresponding 
average percent error for each run compared to the aver-
age thermal mass value is ±7%. The range of server power 
tested was 220 W to 350 W, which is a typical range for a 
2U server, with the server power at idle been 150 W. The 
server thermal mass is expected to be similar for a wider 
range of powers as it is a characteristic of the server.
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FIGURE 4: Calculated server thermal mass obtained from 12 experimental runs.
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data center power). Key elements of the 
design and results are presented in this 
article, with additional details available 
in references [6-11].

CLOSED RACK WATER 
COOLING OF SERVERS

Direct liquid cooling of the IT equip-
ment has been shown to offer both 
performance enhancements and energy 
savings [12-14]. It was further chosen for 
this program to enable warmer-water 
cooling and subsequently expand the 
use of free-air cooling over the year and 
to a wider geography. � e IT equipment 
rack, shown in Figure 1, is comprised of 
40 1U (1U = 44.45mm) 2-socket volume 
servers (often used for cloud applica-
tions), dissipating approximately 350 W 
each, with a total rack heat load of 14 kW. 
� e processors are conduction cooled 
using cold-plates, and the memory 
modules by heat spreaders attached to 
cold rails. Measurements made com-
paring the device temperatures in an 
air-cooled server with the hybrid air & 
water-cooled version showed that the 
CPU junction temperatures were 30°C 
cooler when using 25°C water (in the air 
& water-cooled server) versus 22°C air 
(in the air-cooled server) [8]. Similarly, 
memory module temperatures were on 
average 18°C cooler and generally more 
uniform in the water-cooled server 
versus the air-cooled server. Such reduc-
tions in device temperatures can yield 
improvements in server performance 
and reliability and enables the use of 
warmer-water cooling. For example, at 
45°C water temperature, the processor 
temperatures were below that of their 

half the total data center energy is used 
at the equipment with typically about 
25%-40% of the total data center energy 
consumed by the cooling infrastructure. 
Most of this is consumed by the site 
chiller plant, used to provide chilled 
water to the data center, and by com-
puter room air conditioners (CRAC) and 
air handlers (CRAH), used to cool the 
computer room. Several earlier publica-
tions have shown that signifi cant energy 
savings can be obtained by reducing the 
annual operating hours of, or even com-
pletely eliminating, the chiller plant and 
CRAH/CRACs units [3-5]. A project, 
jointly funded by the US Department of 
Energy (DOE) and IBM, was conducted 
at the IBM site in Poughkeepsie, NY, to 
build and demonstrate a data center 
test facility combining direct warm-
water cooling at the server level and 
water-side economization at the facility 
level, to maximize energy effi  ciency and 
reduce the cooling power to less than 
10% of the IT power (or <5% of the total 

INTRODUCTION

D
ATA CENTERS NOW 
consume a signifi cant 
fraction of US and 
worldwide energy (ap-
proximately 2% and 
1.3% respectively); a 

trend which continues to increase, par-
ticularly in the cloud computing space 
[1,2]. Energy effi  ciency in data centers 
is thus a key issue, both from a business 
perspective, to save on operating costs 
and to increase capacity, and from an 
environmental perspective. Traditional 
chiller-based data centers, which domi-
nate the market, typically have a PUE ~ 
2 where PUE is Power Utilization Eff ec-
tiveness, defi ned as the ratio of the total 
data center power consumption to the 
power consumed by the IT equipment 
alone. Ideally energy consumed outside 
of the IT equipment, such as by the 
electrical and cooling infrastructure, 
would be kept to a minimum leading to 
a PUE close to one. Traditionally only 
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level direct water cooling and rack-level air-to-water cooling 
enables expanded warm-water (and thus free-air) cooling, 
elimination of energy-intensive and expensive computer room 
air conditioning and reduction in the number of server level 
fans and their associated power consumption and noise. 

WATER-SIDE ECONOMIZED DATA CENTER
Water or air-side economization utilizes ambient external 

conditions directly to off set some or all the necessary cooling, 
thereby reducing or eliminating intermediate refrigeration. 
Air-side economization utilizes outside air to provide the 
necessary cooling [15,16]. Filtration and humidifi cation/dehu-
midifi cation of the incoming air is necessary to lessen any risk 
associated with condensation, arcing, fouling or corrosion [17]. 
Water-side economization uses an intermediate economizer 
liquid-to-liquid heat exchanger to connect the facility water 
loop to the building or system water loop. � is heat exchanger 
either supplements or completely replaces the chiller plant. 
In our data center test facility (shown in Figure 2), a 30kW 
capacity dry cooler, with 5 controllable fans, a facility coolant 
pump and a recirculation valve for use in the winter, is directly 
plumbed to a liquid-liquid buff er heat exchanger unit. No in-
termediate chiller is installed, resulting in signifi cant energy 
and capital cost savings. � e facility water supply temperature 
is allowed to vary with the ambient dry bulb temperature. 
� ough a wet cooling tower can expand use of this data center 
architecture over most locations in the US and worldwide, dry 
coolers are attractive where water is expensive or diffi  cult to 
obtain. As shown in Fig. 2, a dual loop data center design was 
used, which isolates the facility side coolant loop, containing 
a 50% water-propylene glycol mix, from the internal system 
loop containing distilled water. � e propylene glycol mix was 

counterparts cooled with 22°C air and 
the memory temperatures were nearly 
the same. Approximately 60%-70% of 
the heat dissipated at the server level is 
directly absorbed by the water circulat-
ing in the server level cooling hardware. 
Since less air flow is required at the 
server, three of the six server fans were 
removed, reducing IT power consump-
tion. Heat that is not directly absorbed 
by the water-cooled server hardware is 
absorbed by the water fl owing through 
the internal rack-enclosed air-to-liq-
uid heat exchanger. Air is circulated 
through this internal heat exchanger 
by the remaining server fans and then 
returned to the servers in a closed loop, 
with no air exchange with the computer 
room. � is fully enclosed rack design 
results in almost complete heat removal 
(~99%) to circulating water, protection 
from room air contamination and a very 
quiet rack. � is combination of server-

FIGURE 1: (Left) Model of modifi ed IT rack with enclosed air-to-liquid heat exchanger to cool the hot air 

exhausting from the servers. No air leaves the IT rack into the computer room. (Right) Schematic of the 

volume server showing the direct water-cooled components.
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fl ow rate of 0.25 l/s (4 GPM) and as external loop fl ow rate and 
dry cooler fan speed are varied. Th e results show that the total 
thermal resistance is dominated by the coldplate to rack inlet 
water thermal resistance. If the internal loop fl ow is increased 
to 0.5 l/s (8 GPM) this portion reduces signifi cantly. Th e buff er 
thermal resistance reduces while the dry cooler resistance in-
creases as external loop fl ow is increased. Th e cooler resistance 
reduces with increasing fan speed but the improvement is small 
after 8.3 Hz (500 RPM). Figure 3 (bottom) shows the total power 
consumption where P

fans
 is the power consumed by the dry 

cooler fans, P
ext

 is the power consumed by the external loop 
pump and P

int
 is the power consumed by the pump in the buff er 

unit that drives fl ow in the internal loop. Th e total power con-
sumption doesn’t change signifi cantly until fan speeds of 8.3 Hz 
(500 RPM) but then dramatically increases up to the maximum 
24.2 Hz (1450 RPM). Reference [6] further discusses the impact 
of adding propylene glycol to the external loop. Th ese results 
highlight the importance of characterization to help determine 
the most energy effi  cient operating ranges for the diff erent pieces 
of cooling equipment and in turn for developing the most ideal 
control algorithms to provide additional energy savings. 

SYSTEM OPERATION AND CONTROLS
To study the actual energy consumption under operating 

conditions and to determine the cooling PUE (also referred to 
as mechanical PUE) several one day runs were carried out under 
simple table based control algorithms where the required equip-
ment speeds are linearly interpolated for between user defi ned 
discrete settings. A long two month run was also carried out 
using a more sophisticated Proportional-Integral (P-I) control 
algorithm, details of which are discussed in references [10,11]. 
Th e control algorithms were implemented via a monitoring 
and control platform that was designed to allow both real-
time tracking of system and facility environmental and power 
states as well as control of the dry cooler fans, internal and 

chosen based on the historic minimum 
of -34ºC in Poughkeepsie, New York. 
Th ough a single coolant loop arrange-
ment is also possible, simulations found 
that the use of the propylene glycol mix, 
which has poorer thermal properties and 
is more viscous, in the full loop, reduces 
the potential thermal and pumping 
power improvements [9]. Separating the 
loops also has the advantage of need-
ing to maintain a high coolant quality 
(anti-corrosives, fungicides, bactericides, 
fi ltration, etc.) only on the system side. 

COOLING PERFORMANCE
CHARACTERISTICS

Th e cooling characteristics of the rack 
level hardware, buff er heat exchanger and 
dry cooler as well as the cooling equipment 
power consumption were modeled using 
empirical functions derived from a series of characterization 
experiments, discussed in detail in reference [6]. Th e thermal 
resistances relationships obtained for pure water in both the 
internal and external loops are described by equations 1-3.*

Figure 3 shows the predicted CPU coldplate to outside dry 
bulb thermal resistance (determined from Eqs. 1-3) and the 
corresponding cooling equipment power for an internal loop 

FIGURE 2: Schematic of the dual-loop water-side economized data center test facility that was 

constructed in Poughkeepsie, NY.

FIGURE 3: (Top) Thermal resistance from CPU coldplate to outside dry-bulb 

for 0.25 l/s (4 GPM) internal loop fl ow and varying external loop fl ow and fan 

speed. Rrack, Rbuffer and Rcooler are defi ned by Eqns. 1-3. (Bottom) Cooling 

equipment power consumption for same conditions. P
fans

 represent the dry 

cooler fans, P
ext

 the external loop pump and P
int

 the internal loop pump.
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external loop pumps and external loop 
recirculation valve. Summary results 
from the various one day runs as well as 
the two month run are shown in Table 1. 
Both the simple table based control and 
the P-I control implementation leads to 
similar cooling energy consumption of 
approximately 420-440W. However, the 
dynamic P-I control system was able to 
maintain the rack inlet water tempera-
ture, on average, within 0.5°C of the set-
point of 35°C over the two month period. 
� is helps maintain a more constant 
environment for the IT equipment and 
reduces reliability issues associated with 
rapid changes in operating environment. 
� e cooling energy use of 420W for an 
IT load of 13kW translates to a cooling 
PUE of approximately 1.035 or a Cool-
ing to IT power ratio of 3.5%. Compare 
this with a Cooling to IT power ratio of 
almost 50% for a traditional chiller based 
data center and this represents an over 
90% reduction in data center cooling 
energy use. For a typical 1 MW data 
center this would represent a savings 
of roughly $90-$240k/year at an energy 
cost of $0.04 - $0.11 per kWh.

CONCLUSION
� e results of this project demon-

strate the extreme energy effi  ciency attainable in a water-side 
economized data center with water-cooled volume servers, and 
support the development and deployment of other similar sys-
tems. One large-scale commercial implementation of a similar 
architecture is the 3PFlop SuperMUC HPC system unveiled 
in 2012 at the LRZ in Munich, Germany [18]. � e SuperMUC 
system, which shares some technological features with this 
project, is currently ranked 9th on the Top500 list based on 
performance [19] and 15th greenest system (considering only 
1MW+ systems) on the Green500 list based on a performance 
per watt of 846 MFlop/Watt [20].

  Rrack =                              = 0.642 (int fl ow in 1/s)-0.602
(TCP-Track inlet water)

QIT

                                                                  (1)       

  Rbuff er =                                            = 0.256 . (int fl ow in 1/s)0.37 . (ext fl ow in 1/s)-0.99
(Track inlet water-Tbuff er inlet water)

Qbuff er

             (2)

  Rcooler =                                     = 1.927 . (ext. fl ow in 1/s)0.35 . (fan speed in Hz)-1.22                  
(Tbuff er inlet water-Tambient)

Qcooler

             (3)

* 

Date 4-Aug 19-Oct 5-Oct 11-May

Duration 1 Day 1 Day 1 Day 62 Day

Season Summer Fall Fall
Spring - 
Summer

Weather clear rainy clear mixed

Ambient Temp [C] 24.0 14.9 10.8 21.6

Control Type
Table 
based

Table 
based

none
Model 
based 

PI Control

Fan Speed Setting, Hz [RPM] 
2.8 - 8.3 

(170 - 500)
2.8 - 8.3 

(170 - 500)
fi xed 
speed

2.8 - 8.3 
(100 - 750)

Pump Speed Setting, Hz [RPM] fi xed fl ow fi xed fl ow fi xed fl ow
18.3 - 57.5 
(1100-3450)

Ext Loop Flow, I/s [GPM] 0.45 (7.1) 0.45 (7.1) 0.24 (3.9) 0.33 (5.2)

Int Loop Flow, I/s [GPM] 0.45 (7.1) 0.46 (7.2) 0.25 (4.0) 0.38 (6.0)

Fan Speed, Hz [RPM] 3.3 (200) 2.8 (170) 2.8 (170) 3.2 (189)

Rack Inlet Liq Temp [C] 33.8 26.8 23.2 34.6

Server Inlet Air Temp [C] 36.5 30.5 29.6 36.6

IT Power [kW] 13.14 13.10 13.21 12.76

Cooling Power [kW] 0.44 0.43 0.21 0.42

Cooling / IT% 3.2 3.3 1.6 3.5

TABLE 1: Summary of operating conditions, temperatures, power consumption and effi ciency for several 

day long runs and a for a long two month run.    
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